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Background and Setting
High-level overview of RSM

» Screening

» If necessary 

reduce the 

number of 

factors from 

many to just a 

few.

» Initial 

Improvement

» If far from a 

process optimum, 

rapid improvement 

is likely possible 

using a simple 

design and first-

order model

» Optimization

» Once the 

experimenter 

nears a local 

optimum, an 

approximate 

optimum can be 

ascertained using 

a second-order 

model.



Motivation
What if the first two RSM steps are ignored?

» Many of the RSM experiments we 

examined from the literature (83 out of 

129) failed to mention a prior 

screening experiment (Ockuly et al., 

2017)

» Reasonable that not all of the factors 

are important

» Even more likely that certain 

interactions/quadratic terms will be 

unimportant

» Could overfitting reduce the quality of 

prediction and/or optimization? 



To Reduce or Not to Reduce?
If your goal is prediction and/or optimization via a second-

order model:

1. Should you use the full second-order model for 

response surface analysis or should you reduce it?

2. If you should reduce, what method should you use?



Analysis Methods to Compare
For prediction and optimization

1. The full second-order model

2. A reduced second-order model, based upon p-values and α = 0.05

3. A reduced second-order model using p-values adjusted using the False 

Discovery Rate (FDR) (Benjamini and Hochberg 1995), with α = 0.05

4. Forward selection using AICc as the selection criterion

5. LASSO-regularized regression (Tibshirani 1996)

6. The Gauss-LASSO (Rigollet and Tsybakov 2011)

7. Bayesian optimization using the posterior predictive distribution (Peterson 

2004)



Response Surface Optimization
Formally Defined

𝑋1
∗, … , 𝑋𝑚

∗ = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑋1,…,𝑋𝑚 ∈𝑅𝑓 𝑋1, … , 𝑋𝑚 መ𝛽

For a given fitted model, numerical optimization methods 

can be used to find 𝑋1
∗, … , 𝑋𝑚

∗ .



Bayesian Optimization
(Peterson 2004)

» Noninformative prior

» Under this prior 

distribution, it is shown 

that the posterior 

predictive density follows 

a non-central t-

distribution with n − p 

degrees of freedom

» Straightforward to 

compute the probability 

that a future response, at 

a new treatment 

combination, will conform 

to some desirable quality 

level: 

𝑃 ෨𝑌 ∈ 𝑅 𝑌, ෨𝑋1, … , ෨𝑋𝑚 

Bayesian Reliability

» Response surface 

optimization is 

conducted by 

maximizing Bayesian 

reliabilities over the 

experimental region



Simulation Study
RSM simulation testbed from McDaniel and Ankenman (2000) 

» Provides control over effect heredity, 

effect sparsity, and the “bumpiness” of 

the response surface.



Simulation Study
RSM Designs

» Tested 15 designs (CCD (axial 

distance of 1 and 𝑚 ) and BBD) 

ranging from 3 to 7 factors

» For each design, 27 settings of the 

testbed

» 1000 simulations each 

» Error variance σ = 0.5
CCD BBD



Simulation Study
Models and Surfaces

» Simulation assumed no previous screening therefore: 

» its possible that all m factors are active

» its also possible that only a subset factors are active

» Testbed inputs allow: 

» Just a proportion of terms of each type active (ME’s, 2fi’s, 

quadratic terms) 

» Heredity based on findings from Ouckly et al. (2017)

» All 2fi’s and/or all quadratic terms are active

» True response surface more complex than quadratic 



Simulation Study
Validation Points (Confirmation Runs)

» Validation points: 

» 1 center run

» 4 randomly selected non-center run design points

» 4 randomly selected design points from the design space. 

» We compare the different analysis methods based on their predictive 

performance on the 9 validation points as well as their ability to locate 

the true optimum. 

» Scenarios are omitted for which more than 10% of the simulations 

results exhibit lack-of-fit. 



Graphical Results
Distance from Optimum



Graphical Results
Prediction Performance



Model Results
Formal Analysis: % Retained (model size) by Analysis Method Interaction 

» When the average percent 

retained is less than roughly 

35% all five methods 

outperform the full second 

order model. 

» The competitive advantage of 

the reducing methods relative 

to the full model is diminished

as the average percent 

retained increases.



Model Results
Formal Analysis: Main Effect Plots from models



Conclusions
Optimization

» Optimization is best done using the Bayesian method, or by 

first reducing using the FDR-adjusted p-value method. 

» Using the full second-order model is not recommended for 

optimization, if there are many inactive terms.



Conclusions
Prediction

» For more general prediction of out-of-sample points, using the 

unadjusted p-value method will be effective. 

» The FDR-adjusted p-value method and Gauss-LASSO perform 

well also.



Conclusions
General

» The full second-order model is not recommended when many

terms are inactive. 

» As the underlying true models get larger, the full second-order 

model eventually predicts as well as the best of the other 

methods.



One step RSM
A few comments

» A one-shot experiment not only means that screening hasn’t been 

done, but also first-order line searches have been neglected and 

the quality of the model and the optimum is likely degraded 

because the design region is necessarily larger.

» When the ideal (sequential experimentation) path cannot be 

followed we hope this work provides some insight.
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