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Abstract 

The increasing availability of high volume, high velocity data sets, often containing variables of different data 

types, brings an increasing need for monitoring tools that are designed to handle these big data sets.  While the 

research on multivariate statistical process control tools is vast, the application of these tools for big data sets has 

received less attention.  In this expository paper, we give an overview of the current state of big data-driven 

multivariate statistical process control methodology. We highlight some of the main directions involving statistical 

learning and dimension reduction techniques applied to control charts in research from supply chain, engineering, 

computer science and statistics.  The goal of this paper is to bring into better focus some of the monitoring and 

surveillance methodology informed by data-mining techniques that show promise for monitoring large and diverse 

data sets.  We introduce an example using Wikipedia search information and illustrate a few of the complexities of 

applying the available methods to a high dimensional monitoring scenario. Throughout, we offer advice to 

practitioners and some suggestions for future research in this emerging area of research.   
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1. INTRODUCTION 

Control charts were proposed by Walter A. Shewhart in the 1920s as a tool to distinguish between the inherent 

(common cause) variation within the process and variations due to unwanted process disruptions (special cause).  

Thus, control charts are designed to prevent practitioners from overreacting to the natural variability of the 

process, while allowing them to be proactive about special causes of variation arising from assignable issues that 

need to be addressed.  From the 1920s to the present, there have been many developments in control chart 

methodologies; however, the applications of these newer methods in practice are limited.  For example, the 

website used by the American Society of Quality to explain control charts is limited to a discussion of the 
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traditional Shewhart charts with 3 limits (Teague 2004).  Our experience indicates that when control charts are 

applied in industry, the applications are typically limited to Shewhart-type charts and Shewhart-type charts with 

runs rules.  Our view is supported by several other researchers in the field.  For example, Crowder, et al. (1997, p. 

139) stated that “[t]here are few areas of statistical application with a wider gap between methodological 

development and application than is seen in SPC.” Woodall (2000, p. 346) agreed by stating that “another 

unfortunate fact is that some useful advances in control charting methods have not had a sufficient impact in 

practice.”  More recently, in the 2007 Youden Memorial Address, Vijay Nair stated that “there are far too many 

papers developing yet another charting procedure without considering whether the problem is important and 

whether the method can be actually used” (Nair, 2008).  We believe that this issue remains valid, and it is a 

primary motivator for this paper. 

The goal of this paper is to bring to better focus some of the methods that rely on statistical learning and/or 

dimension reduction methods that show promise for monitoring large and diverse data sets.  These large data sets, 

often termed big data, typically require more advanced statistical methods and often more computing power than 

smaller, more manageable data sets. Unlike the origins of statistical monitoring, these applications are not limited 

to manufacturing, but also include opportunities in several application areas including social media, gaming 

companies, airlines, insurance companies, healthcare providers, electric companies, and others (e.g., see Ning and 

Tsung 2010).   

The size of the data sets in these application areas is difficult to quantify and vary considerably by industry and 

application.  Further, many of the methods we discuss have are yet to be applied to data that would be considered 

big data relative to what is observed in industry.  For example, Wal-Mart, the leading U.S. discount retailer, 

processes more than 1 million customer transactions per hour, resulting in databases estimated to be in the 

magnitude of 2,500 terabytes ("Data, Data Everywhere"  2010).  We consider methods that have been developed 

for larger and more diverse data sets than those typically considered in the statistical process control (SPC) 

literature and consider the potential scalability of these methods.  We do not provide an extensive review of all 

papers that use statistical learning and/or dimension reduction methods along with control charts, but highlight the 

basic directions of this research.   
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Our paper is focused, specifically, on how statistical learning methods have been used in developing statistical 

process control charts.  Because the literature describing these methods has developed in a number of different 

research areas including engineering, manufacturing, operations management, statistics, and process control, 

researchers in statistical process control may be unfamiliar with the developments in, for example, the operations 

management field.  Thus, our goal is to summarize the main research directions in several areas applying statistical 

learning to control charts in such a way that researchers and practitioners from different fields can understand, 

apply, and extend these methods for monitoring larger and more diverse data.  There have been some focused 

reviews on data mining applications in manufacturing and quality control, and we discuss these in the appropriate 

sections of our paper.  For example, Choudhardy et al. (2009) gave a high level overview of data mining methods 

used in manufacturing, but only briefly mentioned quality control applications.   

We assume that the reader is somewhat familiar with the basic concepts behind the construction and use of 

control charts (for detailed introductions, see Woodall and Adams 1998, Wheeler and Chambers 2010, 

Montgomery 2013).  On the other hand, it is assumed that the reader is somewhat unfamiliar with statistical 

learning methods.  Accordingly, in Section 2, we define our view of the term big data and provide some 

background information and references on several fundamental statistical learning methods.  In Sections 3 and 4, 

we discuss the application of unsupervised learning and supervised learning methods, respectively, to process 

monitoring.  Throughout each section we review major research streams, discuss how these methods can be used 

in big data settings, and offer some advice for practitioners, as well as suggestions for future research.  In Section 

5, we give an example related to monitoring Wikipedia search data to illustrate some of the complexities of 

applying control charts to high-dimensional data.  Finally, in Section 6, we provide our concluding remarks.   

2. BACKGROUND INFORMATION 

Big Data 

The term big data is used to describe large, diverse, complex, and/or longitudinal data sets that are generated 

from a variety of equipment, sensors, and/or computer-based transactions.  One challenge of harnessing such 

massive data sets arises from the volume of the data.  While there are no universally accepted thresholds for the 

minimum size of data set in order to identify it as big data, the expectation is that the size makes it difficult to store 

and/or process the information on one computer.  With increased sensing technology, the explosion in social media 
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and networking, and the willingness of companies to store all type of information, we have new challenges in 

terms of data variety.  While the collection of unstructured data, such as customer feedback, is not new to the field 

of quality, the ability to collect this data in real-time makes it an important component of the quality monitoring 

process.  This is especially important since it has recently been estimated that 80% of an organization’s data is not 

numeric, but unstructured ("Big Data - What Is It? | Sas"  2013).  Another challenge associated with big data is 

that the velocity or the speed at which the data are flowing within the system may be extremely fast.  Recall the 

estimated 1,000,000 transactions per hour processed by Wal-Mart.  The velocity of data can be more challenging 

in areas such as social media in which the data occur with highly variable and often unpredictable flow rates.  

Known as the 3V’s, the volume, variety, and/or velocity of the data are the three main characteristics that 

distinguish big data from other data (Megahed and Jones-Farmer 2013, Jones-Farmer et al. 2014a). 

Statistical Learning Methods 

Statistical learning techniques have become very popular in the last two decades due to their versatility and 

power.  James, et al. (2013) refer to statistical learning as a vast set of tools for understanding data.  These tools 

can be broadly classified as supervised or unsupervised learning.   

Supervised learning refers to inferring a mapping between a set of input variables 1 2{ ,   , , }px x x x and an 

output variable y, given a training sample     1 1
,   , , ,  

n
S y y 

n
x x  of data pairs generated according to an 

unknown distribution Pxy with density 𝑝(𝒙, 𝑦).  The main goal of supervised learning is to estimate a function 

𝐻: 𝕏 → 𝑌 such that 𝐻 will correctly classify unseen examples  (𝒙𝒊, 𝑦𝑖).  The function is selected such that the 

generalization error 𝑅[𝐻] (also called the expected risk of the function) is minimized: 

 𝑅[𝐻] = ∫ 𝑔(𝑦, 𝐻(𝒙))𝑑𝑝(𝒙, 𝑦),   (1) 

where 𝑔(𝑦, 𝐻(𝒙)) is a suitable loss function.  One of the most common supervised learning methodologies is least 

squares regression, where H is linear in its parameters and the generalization error is the sum of the squared model 

errors.  Other common examples of supervised learning methods include logistic regression, artificial neural 

networks (ANNs), support vector machines (SVMs), and decision trees (DTs).   

In some situations, several supervised learning models can be combined to obtain better predictive performance 

than one could obtain from fitting a single model.  Algorithmically combining multiple models together to improve 

model performance is commonly referred to an ensemble modeling approach.  Ensemble models are often used to 
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combine learning models such as decision trees that are considered to be weak on their own, but quite powerful 

when multiple trees are combined into a classifier.  Boosting refers to a family of methods that combine sequences 

of individual classifiers into highly accurate ensembles.  AdaBoost (Freund and Schapire 1995) and gradient 

boosting (Friedman 2001) are two common boosting algorithms in which each subsequent model is trained to 

emphasize the cases that were misclassified from the previous modeling instance.  Other ensemble approaches 

include random forests (Breiman 2001) and bagging (Breiman 1996).  For an in-depth treatment of ensemble 

modeling, the interested reader is referred to Hastie et al. (2009, p. 605-624). 

Unsupervised learning describes an area of statistical learning that does not benefit from the availability of an 

outcome variable.  The goal of unsupervised learning is to develop a framework or understand a pattern in the 

structure of the input variables {𝑥1, 𝑥2, … , 𝑥𝑝}. Examples of unsupervised learning methods include cluster 

analysis, principal components analysis (PCA), latent variable methods, and mixture modeling.  

The choice of which statistical learning method to use often depends on the structure of the data.  For example, 

some methods perform better when the input variables within x are scaled to a similar range, others perform poorly 

when the variables within x are highly redundant/correlated.  Often, some form of data preprocessing is required 

prior to using statistical learning methods. There are some models (e.g. SVMs, neural networks, mixture models) 

that may be used in either a supervised or unsupervised way.  Although we chose the broad classification of 

supervised vs. unsupervised learning methods to organize our paper, we readily admit that the distinction for 

particular applications of learning methods to statistical monitoring is often unclear, even within certain 

methodological papers.   

Statistical monitoring methods have benefited from the use of statistical learning techniques, especially through 

the application of statistical learning and dimension reduction methods.  For example, ANNs, inductive learning, 

SVMs and decision trees have all been suggested as methods to be used to build control charts for monitoring 

and/or pattern recognition.  Unsupervised learning methods such as cluster analysis and kernel estimation have 

been suggested for Phase I analysis in both traditional and profile monitoring applications of control charts.  

Dimension reduction methods such as PCA and factor analysis have been widely applied to control charts, often in 

conjunction with other supervised and unsupervised methods.  As statistical learning methods become more 

mainstream, newer methods such as ensemble models are being considered for application to control charts as 
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well.  In the next sections, we will discuss an overview of each of these areas (unsupervised learning, supervised 

learning) as they have been applied to process monitoring.   

3. UNSUPERVISED LEARNING APPROACHES TO PROCESS MONITORING 

Unsupervised learning methods are applicable when little is known about the process, and there is no 

information given as to what constitutes an out-of-control event.  This makes unsupervised learning methods 

particularly applicable in Phase I of process control.  Jones-Farmer et al. (2014b) discussed some Phase I 

applications of unsupervised learning methods.  In this section, we consider two broad classes of unsupervised 

learning methods: dimension reduction methods, and cluster and one-class classification methods.  Although we 

realize that there is a difference between clustering methods and one-class classification methods, both 

unsupervised clustering and one-class classification methods are applied using a very similar framework in process 

monitoring.   

Dimension Reduction Methods 

In traditional statistical analyses, an observation typically refers to a certain phenomenon (e.g. a participant in a 

medical study) and we have a vector of values on several variables of interest (e.g. age, gender, weight, height, 

etc.).  In such analyses, the assumption is that the number of observations, n, is much larger than the number of 

variables, p.  However, in the age of big data, there has been an exponential increase in the number of variables, 

and more importantly their types.  In a medical study, for example, the variables collected on the participant are 

often more complex, and can now include electromyography (EMG) signals, oxygen in-take profile, and medical 

images or movies, which make the number of dimensions associated with a single patient in the thousands or even 

millions.  In this example, n, the number of patients, is likely to be much smaller than p, the number of variables.  

Sall (2013) referred to this phenomenon as wide data (as opposed to tall data).   

There are several approaches to reducing high-dimensional problems to lower-dimensional representations.  

Generally speaking these approaches can be classified into two main groups.  In the first group, the focus is on 

selecting a subset of important variables, k, and ignoring the remaining not so important p – k variables.  A classic 

example of this group in statistics involves the choice of predictors through variable selection methods in 

regression.  The second group involves projecting the original set of variables into a lower dimensional subspace.  

Principal components analysis (PCA), partial least squares (PLS), and factor analysis (FA) are all examples of 
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such approaches.  In this section, we consider some recent developments that are relevant to both Phase I and 

Phase II applications of control charts.  The reader should note that, throughout this section, we use variables to 

denote the original/raw input variables and features to denote latent variables that are constructed from the input 

variables. 

Prior to explaining the process monitoring applications related to the two main areas of dimension reduction, it 

is important to note that the choice of whether the dimension should be reduced based on selecting a subset of 

variables or projection to a lower dimension is application dependent.  In certain applications, it may be more 

meaningful to maintain a subset of the original variables based on some ranking criterion if this will facilitate the 

monitoring, diagnosis, and decision-making.  If there is no need to maintain that original form of the variables, 

projection (or feature extraction) methods may be more suitable.  Guyon and Elisseeff (2003) have constructed a 

heuristic-based checklist which summarizes the different steps that may be needed to approach feature selection 

problems.  There are several streams of SPC research that discard the original set of variables (e.g. profile 

monitoring, risk-adjusted control charting methods, and much of the image monitoring literature).  The distinction 

between whether the deployed method selected a subset of the variables or extracted features from these variables 

is often not clear. 

Variable Selection Approaches Applied to Process Monitoring.  There is an increasing number of applications 

where there is a need to monitor high dimensional process data.  In such applications, selecting a subset of “the 

most important” quality characteristics from the data may be sufficient for process monitoring.  Wang and Jiang 

(2009) suggested that the number of simultaneously shifted variables is typically small in practice, and it would be 

both more beneficial and practical to reduce the monitoring to a smaller subset of variables that are responsible for 

the out-of-control conditions.  Since the shifted variables are unknown in advance, Wang and Jiang (2009) 

proposed a procedure that combines a forward selection methods with multivariate control charting.  Zou and Qiu 

(2009) investigated the use of the least absolute shrinkage and selection operator (LASSO) variable selection 

technique (Tibshirani 1996) to create a multivariate test statstic and integrated this statistic with a multivariate 

EWMA control chart.  Capizzi and Masarotto (2011, 2013) recommended using Least Angle Regression (LAR) 

(Efron et al. 2004) with a multivariate EWMA chart.  LASSO and LAR for variable selection in multivariate SPC 
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have also been suggested for profile monitoring (Zou et al. 2012), diagnosing process changes (Zou et al. 2011), 

and monitoring for changes in the covariance matrix (Maboudou-Tchao and Diawara 2013).   

From our perspective, the use of variable selection methods applied to the multivariate monitoring problem can 

be an efficient approach, but should be applied with caution.  For example, one or more of the statistically “not so 

important variables” may suddenly become very important in a high velocity situation, and if eliminated, this 

change may go undetected.  We recommend supplementing these approaches with expert knowledge on the 

process data, and suggest that users continuously monitor the goodness-of-fit of their models.  A significant 

change in a measure of the goodness-of-fit may be an indicator of an out-of-control condition.  The interested 

reader should refer to the discussion of the Q-statistic below for an example of how such a similar problem (when 

PCA/PLS is used) is handled in chemometrics.  

Projection and Feature Extraction Methods Applied to Process Monitoring.  The use of projection techniques 

and/or extracting features from the p-dimensional dataset has been implemented since the late 1980s in 

chemometrics (Wise et al. 1988, Wise and Ricker 1989, Kresta et al. 1991).  In these applications, the dimension 

of the data is often reduced based on a model from PCA or PLS (Kourti and MacGregor 1995, MacGregor and 

Kourti 1995, Ferrer 2014).  The resultant components are then monitored using a multivariate control chart such as 

the Hotelling’s T2 chart.   

Recently, the use of PCA, PLS, and their extensions with control charts have been applied to a number of 

different high dimensional domains.  For example, Megahed et al. (2011) presented a discussion of the use of 

projection methods with control charts in the context of multivariate image analysis.  Gronskyte et al. (2013) 

extended the use of PCA and the Hotelling T2 control chart to monitor the motion of pigs through video sequences.  

Yan et al. (2014) modeled the high-dimensional structure of image data with tensors and employed low-rank 

tensor decomposition techniques, including several extensions of PCA and a Tensor Rank-One Decomposition 

approach, to extract important features that are monitored using multivariate control charts.  While these recent 

examples have all been in the image/video monitoring domain, these approaches are highly effective in other 

domains of SPC.  The reader is referred to Colosimo and Pacella (2007) for an example of using PCA in the 

context of functional data analysis, where PCA is used to identify systematic patterns in roundness profiles of 

manufactured parts. 
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Two important points should be made based on the use of PCA/PLS with multivariate control charts.  First, it is 

possible to move from the projection space back to the original data space.  The second, and perhaps more 

important point, is that in the chemometric approaches involving PCA, a control chart is applied to the squared 

prediction error (also known as the Q-statistic or SPE statistic) to ensure that the process variability is still well 

modeled by the maintained principal components.  We believe that this is a very important step since it ensures 

that the assumption that no significant information is lost due to the projection is valid when an unknown out-of-

control condition occurs. 

Projection methods such as PCA can also be very useful in generating additional knowledge about the process 

being studied.  Woodall et al. (2004) noted that PCA can be very useful in understanding process variation, an 

important step needed prior to moving to Phase II monitoring.  Wells et al. (2012) showed that PCA can be used to 

describe unique geometric variation modes occurring during automotive manufacturing.  Similarly, Rajaraman et 

al. (2014, Chapter 11.3.2) showed how singular value decomposition, SVD, can be used to extract “hidden 

concepts” in movie ratings, thus, reducing the space from movies to user-based concepts/genre which is an 

important area for online recommendation systems  (e.g. Netflix’s or Amazon recommendations).  Based on the 

above discussion, we see four primary benefits of using PCA-like methods with larger data sets.  The use of PCA-

like methods in process monitoring: 1) can improve the analysis by removing the influence of redundant and noisy 

variables; 2) make processing easier; 3) can help to improve the interpretation and visualization of larger data sets; 

and 4) can help the practitioner to discover and understand the correlation structure of the data.  These are all 

important aspects when monitoring larger data sets. 

Clustering/One-Class Classification Methods 

Clustering methods may be based on an a priori model, such as mixture modeling, or algorithmic methods like 

k-means or hierarchical agglomerative clustering.  The line between model-free and algorithmic clustering 

methods is not clear, as many algorithmic methods have been shown to be special cases of the model-based 

methods under certain model conditions.  An excellent overview of clustering methods from a statistical 

perspective is given in Fraley and Raftery (2002).  There are numerous clustering methods, and many of these 

have been applied to control charting.  For example, in the chemical industry, model-based clustering methods 

such as mixture modeling have been used to define the in-control state of the process, or normal operating 
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conditions.  Mixture modeling is a method in which the distribution of independent variables is considered a 

mixture of two or more distributions that may differ in location, scale or correlation structure.  Mixture models can 

be used alone (only to create clusters) or in conjunction with a regression models where the clusters of independent 

variables predict a target variable.   

The use of model-based clustering with control charts usually combines a dimension reduction technique (e.g. 

PCA) with a mixture model approach.  When estimating a mixture model, two sets of parameters are estimated:  

the distributional parameters (µ and  in the case of a Gaussian mixture); and mixture parameters that give the 

fraction of observations in each cluster.  The number of clusters is often determined according to some criterion, 

e.g., Bayesian Information Criterion (BIC).  Nylund et al. (2007) and Tofighi and Enders (2008) discussed criteria 

for selecting the number of clusters in a mixture model.  Once the number of clusters and the distributional and 

mixture parameters are estimated, this information is used to establish a control region for the normal operating 

conditions of the process.  Figure 1, reprinted from Thissen et al. (2005), compares the control region for two 

bivariate data sets.  The graphs on the left show the in-control regions established using a Hotelling’s T2 approach 

versus the graphs on the right which show the in-control regions established using the mixture modeling approach.  

The mixture modeling approach produces an irregular in-control region, whereas the T2 approach gives an 

elliptical region.  Although Figure 1 is based on simulated data, in real applications, the existence of multiple 

clusters within a reference sample could be an indicator of an out-of-control situation.  We caution practitioners to 

conduct a thorough Phase I analysis of the data to understand the sources of variability and potential clustering of 

observations.  References for those interested in the use of model-based clustering methods for defining the in-

control state of a process include, e.g., Chen and Liu (1999), Doymaz et al. (2001), Choi et al. (2004), Thissen et 

al. (2005), Chen et al. (2006).   
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Figure 1.  Reprinted from Thissen et al. (2005) with permission (permission will be obtained prior to publication).  

A comparison of control regions defined using a T2 approach (left) and the mixture modeling approach (right) for 

two different data sets (one data set per row). 

Similar to the model-based clustering methods, the one-class classification (OCC) approaches to process 

monitoring reframe the monitoring problem into a classification problem that classifies observations as either in- or 

out of control.  This stream of research began with the introduction of the k-chart (Sun and Tsung 2003).  The k-

chart is a control chart based on the support vector data description (Tax and Duin 1999, 2004) and designed for 

non-normal process data.  Support vector data description (SVDD) is an unsupervised application of support 

vectors originally applied to machine fault diagnosis (Tax et al. 1999, Ypma et al. 1999).  “The main idea of SVDD 

is to envelop the samples within a high-dimensional space with the volume as small as possible” (Sun and Tsung 

2003, p. 2979).  Support vector methods use hyperplanes to divide multidimensional data into groups or classes.  

When hyperplanes are used to separate the data into classes, several difficult-to-classify observations will lie close 

to the separating planes.  These difficult-to-classify points, known as support vectors, are influential in determining 

the separating hyperplane for correctly classifying observations.  The selection of the separating hyperplanes can be 

determined based on the number of support vectors (influential observations) as well as the number of misclassified 

observations in the training sample.  When a training sample is available, support vector methods allow for some 

degree of misclassification in order to obtain a solution that is more robust to individual observations.  Most 

applications of support vectors to process monitoring that we found used unsupervised support vector methods 

(e.g., SVDD) as an OCC to classify observations as either in- or out of control.   
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The shape of the boundary determined using the SVDD method differs based on the different types of kernel 

functions used.  Kernel functions used in support vector machines allow the user to implement a nonlinear 

boundary to separate the two classes of data (see pages 93-121 in Cristianini and Shawe-Taylor 2000).  Figure 2 

compares two kinds of boundaries for enclosing the data.  The first boundary is based on a fitting a hypersphere and 

the second is based on SVDD. 

The kernel distance-based control chart, k-chart, proposed by Sun and Tsung (2003) is based on SVDD, and is 

designed for non-normal process data.  The distance between an observation to the kernel center is the monitoring 

statistic used in the k-chart.  The boundary for the data represents the control limit which distinguishes in-control 

observations from potential out-of-control conditions.  Note that the right boundary in Figure 2 is not a regular 

boundary and cannot be expressed in explicit mathematical terms.  Instead the boundary is determined by the 

support vectors (observations nearest to boundary), which can be obtained through solving a quadratic optimization 

problem (Sun and Tsung 2003, see Equations 22-23).  A practitioner can adjust the boundary limits by adjusting the 

maximum value that characterizes a support vector or in other words, how tightly the boundary fits the sample data.  

Adjusting this boundary adjusts the misclassification rates for the k-chart.  Optimal determination of this boundary 

for use as a control limit is a topic open for future research.  Control charts based on SVDD have the advantage of 

only depending on the support vectors; therefore, they are applicable to large amounts of process data and variables.  

For an industrial application of the k-chart, the reader is referred to Gani et al. (2011). 

Several different modifications to the k-chart have been proposed in the literature.  For example, Kumar et al. 

(2006) and Camci et al. (2008) have proposed modifications to the k-chart by using robust SVM (RSVM) to 

establish the minimum volume and improve upon the sensitivity of SVM to outliers present in the reference sample.  

Liu and Wang (2014) have proposed an adaptive-kernel-based (AK) control chart to improve the sensitivity of the 

multivariate chart to small process shifts.  In addition to support vectors, other OCC control charts include the K2 

chart, based on the-nearest neighbors data description (kNNDD) algorithm (Sukchotrat et al. 2009,  Kang and Kim 

2011).  A summary of the different variants of the k-chart is presented in Table 1.  For each chart, we include an 

original citation introducing or studying the methods, the motivation to introduce the new method, and the type of 

classification method used.  We also include the basis for the control limit, and where applicable, we list the type of 
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kernel method employed.  We also provide information as to whether the method was developed based on 

independent and identically distributed (i.i.d.) observations, and how the method handles misclassification errors.   

 

 

Figure 2: Comparison of two kind of boundaries: hypersphere (left) and support vectors (right).  Figure is from Sun 

and Tsung (2003).  Copyright permission will be obtained prior to publication. 

Note that all the methods summarized in the table are reported to be robust to non-normality and can be applied 

in Phase II.  Although it has been suggested that some of these methods apply to Phase I, it is not clear to us how 

well these methods will work in the Phase I context.  The number of observations required to establish an in-control 

reference sample is unclear, and little advice is given as to how to obtain this reference sample.  The performance 

of several of kernel-based control charts, including both the k-chart and the K2 chart, has been compared by 

Tuerhong and Kim (2014) using the average run length (ARL) metric, and their results show that increasing the 

number of observations improves the performance of the all of the charts compared.   

In quality control applications, it is generally important to maintain the time ordering of the process 

observations.  Because many clustering/OCC methods do not preserve the time order of the data, it may be 

difficult to interpret signals to potential out-of-control events.  There are several applications of clustering methods 

that attempt to preserve the sequential nature of process observations.  For example, Sullivan (2002) used a 

clustering method to detect multiple change-points in a univariate process and Ghazanfari et al. (2008) introduced 

a clustering approach to identify a step-change in a Shewhart control chart.  Zhang et al. (2010) introduced a time-

based univariate clustering method for determining an in-control baseline from a historical data stream.  Zhang et 

al. (2010) used the idea of subsequence clustering, by clustering the relative frequency distribution of a moving 

sequence of observations.  We should note that the use of subsequence clustering is controversial within the 
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machine learning literature; thus, we recommend that practitioners consult Keogh and Lin (2005) prior to 

implementing this approach.   

Table 1: A Summary of the Different Variants of the k-Chart. 

Chart Name Motivation Method Control 

Limit 

Kernel 

Method 

Assumes 

i.i.d. 

Misclassification 

Error 
k-chart (Sun and 

Tsung 2003) 

Eliminate underlying 

distributional 

assumptions for 

Multivariate SPC 

SVDD Kernel 

Radius 

Gaussian 

radial-

based 

function 

(RBF) 

Yes Gives information on  

changes in error rates 

with different number of  

support vectors. 

Robust k-chart 

(Kumar et al. 

2006) 

Reduce the sensitivity 

to outliers in the 

reference data and to 

reduce potential over-

fitting issues that can 

arise with the k-chart 

RSVM Kernel 

Radius 

Compared 

4 methods 

and 

showed 

Gaussian 

RBF 

performed 

best 

Yes Gives information on  

changes in error rates 

with different number of  

support vectors. 

rk-chart (Camci 

et al. 2008) 

Eliminate underlying 

distributional 

assumptions, requires 

only in-control data, 

offers methods for 

selecting limits based 

on Type I and Type II 

errors 

SVDD and 

Support Vector 

Representation 

and 

Discrimination 

Machine 

(SVRDM) 

Kernel 

Radius 

Gaussian 

RBF 

Yes Employed an iterative 

procedure based on the 

data and number of 

support vectors to 

balance Type I/Type II 

errors. 

KNNDD/KNN/K2 

chart (Sukchotrat 

et al. 2009) 

Computationally 

more efficient than k-

chart methods 

kNNDD Bootstrap 

percentile 

procedure 

None Shown to have 

better 

performance 

than a T2 chart  

when data are 

non i.i.d. (Kim 

et al. 2010) 

Employed a bootstrap 

procedure based on 

process data to select a 

control limit with a 

specified 

misclassification rate. 

K-means chart 

(Kang and Kim 

2011) 

More quickly detects 

small shifts in the 

mean vector than the 

k-chart.   

KMDD Specified 

distance 

from the 

individual 

cluster 

center 

None Yes Used an iterative 

procedure to determine 

control limit with 

specified 

misclassification error 

rate for differing number 

of clusters.   

AK-chart (Liu 

and Wang 2014) 

More quickly detects 

small shifts in the 

mean vector than the 

k-chart.   

SVDD Genetic 

algorithm 

to establish 

action and 

warning 

regions 

based on 

Variable 

Sampling 

Intervals 

(VSI). 

Gaussian 

RBF 

Yes Employed a genetic 

algorithm based on 

process data and number 

of support vectors to 

determine a control limit 

with a specified 

misclassification rate. 

 

Clustering methods that aim to preserve the time ordering of the data have also been applied to the problem of 

multivariate outlier detection in SPC.  For example, Jobe and Pokojovy (2009) introduced a computer intensive 

multi-step clustering method for retrospective outlier detection in multivariate processes. Jobe and Pokojovy 
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(2009) compared their method to the retrospective use of the T2 chart with robust estimators for the covariance 

matrix and showed that their method was equal to or better than the robust T2 approaches in most situations 

considered.    

Clustering methods have also been suggested for use in the Phase I analysis of profiles.  Chen et al. (2014) 

suggested replacing the process observations with an estimated profile that is determined using a regression 

method. These profiles are then clustered, and the cluster containing more than half of the data is identified as the 

set of in-control profiles.  Chen et al. (2015) also consider the use of cluster analysis with nonparametric profiles.   

The applications of clustering and one-class classification methods in quality control are diverse, and there 

remain many opportunities for research in this area, particularly in Phase I applications.  For example, a 

noteworthy feature of many big data sets is the variety of the data, which often contain a mix of continuous, 

discrete, and possibly categorical variables.  Future research should investigate the use of clustering, classification, 

and mixture modeling approaches for the Phase I analysis of data with multiple data types.  We note that there may 

be some limitations to these approaches such as requirements of very large sample sizes, or the failure to preserve 

time ordering.  There are also opportunities to consider the application of time series clustering method to the 

analysis of both univariate and multivariate data that occur in streams.  Because preserving the time order of 

process data is often critical, these methods may show promise in both Phase I and Phase II applications.   

It should also be noted that most methods discussed in this section assumed that the data within the clusters or 

classes can be stored in memory.  This may not be feasible in big data applications.  Rajaraman et al. (2014, 

Chapter 12.3) provides an excellent introduction to SVMs, and how to develop a parallel implementation schema 

which is necessary when the observed data is too big to be stored/analyzed in memory.  This requirement is 

somewhat limiting with standard desktop computers; however, such approaches can be implemented in one 

instance of a cloud computer.  Therefore, there are opportunities for exploring clustering algorithms that do not 

store the cluster’s entire data in memory and evaluate how their performance in SPC applications.  See Zhang et al. 

(1996), Bradley et al. (1998), and Guha et al. (1998) for three highly-cited examples of clustering algorithms that 

are scalable to big data sets. 
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4. SUPERVISED LEARNING METHODS 

In this section, we discuss the use of supervised learning methods in SPC.  First, we discuss the problem of 

using computational methods based on supervised learning to detect abnormal patterns on control charts.  While the 

majority of the literature in this area pertains to univariate data (which is not big data, per se), we briefly discuss 

this work since the bulk of the application of DT, ANN, and SVM models in SPC has been in the control-chart 

pattern-recognition (CCPR) literature.  After discussing CCPR methods, we discuss control charts based on single 

supervised learning methods.  Finally, we highlight the few papers that investigated using ensemble methods in 

SPC.  As in Section 3, we offer advice to practitioners and highlight areas for future work whenever possible.  

Control Chart Pattern Recognition 

CCPR has its origins in the early days of SPC, starting with the Western Electric run rules in 1956.  Champ and 

Woodall (1987) evaluated control charts with supplemental runs rules and showed that these charts can have a high 

incidence of false alarms.  Like the classical approach to CCPR, the recent research on this topic is dedicated to 

identifying and classifying out of control patterns such as trends, cyclical patterns and specific types of process 

shifts.  In the modern CCPR literature, a supervised learner is trained to recognize specific types of process 

changes.  The input into the statistical learning methods may be raw variables or linear or nonlinear combinations 

of the raw variables (i.e. features).  ANN or SVM learners are used most often due their strong predictive ability.  

However, ANN and SVM learners can be difficult to interpret; thus, DT methods have been suggested to provide 

the user with more interpretive models pertaining to process changes.  

Many of the CCPR methods begin by simulating a reference data set containing in-control and out-of-control 

data.  The in- and out-of-control data are labeled as such, and this label serves as the target or outcome variable for 

a statistical learner.  A statistical learner (e.g. ANN) is trained to distinguish the in-control from the out-of-control 

data.  The model that is developed is then applied to future observations, and these observations are either classified 

as in- or out of control.   

There are many simple and complex variations of the CCPR approaches to process monitoring.  Although 

much of the literature in this area has typically considered low dimensional data (e.g. Zorriassatine et al. (2003), 

Cheng and Cheng (2011)), several authors focused on higher dimensional data (e.g. Deng et al. (2012), Dávila et al. 

(2011)).  Deng et al. (2012) provided an overview of the major developments in this area as it relates to statistical 



 

17 

 

monitoring.  Deng et al. (2012) also noted that a limitation in these methods is that, most of the time, the classifiers 

are trained once based on a single artificial data set.  They recommend a dynamic approach where the classifier is 

retrained with each new observation, and a statistic such as the classification error rate or class-probability is 

monitored.   

Zorriassatine and Tannock (1998) and Psarakis (2011) reviewed the literature use of neural networks with 

control charts, and many of these papers focus on the CCPR problem.  Hachicha and Ghorbel (2012) provided a 

comprehensive review and analysis of the CCPR literature from 1991 to 2010 and highlighted several open 

research questions within this field.  Hachicha and Ghorbel (2012) classified 122 CCPR papers according to a 

detailed schema that includes, e.g., the data model assumptions, the types and number of patterns studied, whether 

real data or simulated data were evaluated, and the performance measures used.  Interestingly, the majority of the 

papers they reviewed (61.47%) used an ANN approach to pattern recognition. Their study revealed that only nine 

authors have published nearly half of the 122 CCPR papers reviewed.  Additionally, only 16 out of the 122 papers 

reviewed considered multivariate processes, and only five out of the 122 papers evaluated involved applying the 

proposed method on real process data (Hachicha and Ghorbel 2012, p. 210-213).   

Woodall and Montgomery (2014) stated that “Despite the large number of papers on this topic [neural network 

control charts including those for CCPR] we have not seen much practical impact on SPC”.  We believe that this 

lack of impact on the practice of SPC is due to several reasons.  In our review of the CCPR literature, we did not 

find any references or discussion addressing the baseline operation of a process or a mention of a Phase I analysis.  

Little advice is given as to how to apply the methods in practice, including how to establish an in-control baseline 

sample, how large the reference sample should be for the method to work effectively, and how to distinguish 

among the many choices of ANN architectures.  These gaps make it difficult to apply the CCPR methods in 

practice and provide ample opportunities for future research in the practical application of CCPR methods.  More 

work is needed to determine if these methods are truly beneficial for monitoring high dimensional process data.  

Consideration needs to be given to the robustness of these methods to the baseline training sample, including the 

baseline sample size.  Guidelines need to be developed for practitioners as to how to select among the many types 

of CCPR methods.  Further, we recommend that researchers study the ability of the CCPR charts to detect changes 

other than those for which the learners were specifically trained. 



 

18 

 

Regression-Based Methods 

One approach to reducing the dimensions of a data set is through the construction of an outcome variable (or a 

smaller set of new features) that “summarizes” the data contained within the original p-variate vector.  In addition 

to the unsupervised dimension reduction methods discussed earlier, supervised learning methods can be used to 

achieve a similar goal.  In the SPC literature, there are two main streams for dimension reduction using regression 

methods: profile monitoring and risk-adjusted control charts for monitoring health-care outcomes.   

Profile Monitoring.  Profile monitoring is used to describe monitoring applications when the quality of a 

process/product is characterized by a relationship between a response variable and one or more explanatory 

variables.  At each time-point, the observed data can be explained by fitting a profile.  This can be achieved 

through simple linear, nonlinear, or nonparametric methods.  Also, wavelets may be used if the data is projected to 

a frequency domain.  In such situations, instead of monitoring and maintaining the entire set of observations, it is 

sufficient to maintain/monitor the parameters of the fitted model.  Thus, the number of dimensions is reduced 

significantly.  Woodall and Montgomery (2014), Woodall et al. (2004) and Woodall (2007) provided detailed 

reviews on this topic, with explanations of several applications for using profile monitoring.  Some applications in 

profile monitoring include high-dimensional 2D images (Wang and Tsung 2005) and 3D surface scans (Wells et 

al. 2013).  Recently, Dai et al. (2014) have proposed a method for monitoring profile trajectories based on a 

dynamic time warping alignment for monitoring ingot growth in semi-conductor manufacturing.  We believe that 

the concept of profile trajectories can be extended to applications involving cyber-security, credit-card fraud, 

among other business transactions where an intervention may be needed prior to obtaining the full profile/signal.  

For a more detailed discussion on the statistical analyses of profile monitoring, we refer the reader to Noorossana 

et al. (2011) who provide a detailed overview and a discussion of research needs. 

Risk-Adjusted Control Charts.  Risk-adjusted control charts have been recommended for monitoring post-

treatment outcomes in healthcare (Steiner et al. 2000). Unlike many industrial processes, the monitoring of post 

treatment outcomes provides the additional challenge that patients are not homogeneous and can have different 

risks prior to treatment to the underlying health conditions.  For this reason, statistical methods used to monitor 

post treatment outcomes involve some sort of risk adjustment.  Steiner et al. (2000) recommend using logistic 

regression to compute the odds of death for an individual patient based on a score that considered the patient’s 
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preoperative health.  They further suggested using two CUSUM control charts that are designed to detect a 

doubling and a halving of the odds of deaths.  There are several other control charts used for this problem.  For 

detailed reviews, the reader is referred to Grigg and Farewell (2004), Woodall (2006), and Steiner (2014).  In 

addition, Steiner (2014) and Fogel et al. (2015) provide excellent discussions on future research needs in this area. 

Neural Networks 

Most applications of neural networks in control charting research are in the area of CCPR. In this subsection, 

we introduce a similar application where neural network models are used in the simultaneous detection and 

diagnosis of process faults.  The main motivation behind these methods lies in attempting to bridge between SPC 

research (where the focus has been on detecting an out-of-control condition) and engineering practitioners (where 

fault detection represents the first aspect of process monitoring).  Chiang et al. (2001) identified four different 

stages of (engineering) process monitoring.  The first step involves fault detection, where a statistical approach 

determines whether a fault, an out-of-control condition, has occurred.  The next step, fault identification, involves 

identifying the subset of input variables/features that are most relevant to diagnosing the fault.  This is followed by 

fault diagnosis, where the root-cause of the observed fault is identified.  The final stage involves process recovery, 

where the fault is fixed and the process is returned to its in-control condition.  The methods described within this 

subsection attempt to assist practitioners with the identification and diagnosis aspects since quick detection without 

identification and diagnosis is not informative, especially since in many applications it is assumed that the process 

is stopped once a control chart signals until the underlying issue is identified and the process is recovered 

(Montgomery 2013). 

Due to their predictive properties, ANN models typically assist in both the fault detection-identification stages 

of process monitoring.  Venkatasubramanian et al. (2003) discussed the application of ANN models in a review of 

what they call “process history based methods” for simultaneously detecting and identifying a process problem.  

Since it is not our objective to repeat the references they have reviewed, we will only highlight two of their key 

observations: 1) ANN models trained on historical process data are “limited in the sense of generalization” due to 

the fact they are trained on a sample of data to recognize certain process changes; and 2) There have been very few 

published papers that consider the application of ANN models to real industrial processes. It is important to note 

that the first observation holds true for all supervised learning methods and not just neural networks.  As for the 
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second observation, we assert that the lack of guidance for a practitioner on how to apply an ANN even on the 

most basic level, like how to choose a baseline sample, is likely the reason that these methods have not been 

widely used.  In our experience, an understanding of the true root-cause of a fault is difficult.  We attribute this to 

the complexity of most manufacturing processes and a lack of understanding of mechanisms for fault propagation. 

Although most of the methods using ANN for fault detection and identification consider continuous data that is 

not correlated over time, there have been a few papers that considered autocorrelated processes and attribute data.  

For example, Chiu et al (2003) used an ANN to detect shifts in an autocorrelated process and compare its ability to 

identify which observations cause the shift to that of a cumulative sum (CUSUM) and an X-bar chart.  Niaki and 

Abbasi (2008) propose using ANN to detect and classify mean shifts in multi-attribute processes.  They varied the 

counts as well as the proportions in different attributes and showed that the ANN is able to detect the shift quicker 

than a multi-attribute np-chart (Mnp) while simultaneously identifying the cause of the shift. It is surprising that 

there is not more work that takes advantage of ANN’s ability to use either continuous or categorical data, as we did 

not find any mixed data applications in our search. 

Support Vector Methods 

Although we discussed the use of unsupervised SVMs in Section 3, there are some applications of supervised 

SVM approaches to process monitoring and fault detection that warrant mention.  In particular, SVM has been 

applied to batch process monitoring (Yao et. al.  2014) and in the use of support vector regression (SVR) as a 

precursor to residual based multivariate cumulative sum (MCUSUM) chart for monitoring autocorrelated data 

(Issam and Mohamed 2008).  An earlier application of SVM is given by Chin et. al. (2010) where SVM is 

integrated with independent component analysis (ICA) to improve fault detection in autocorrelated processes.  

Cheng et al. (2011) used SVM and ANN to estimate the magnitude of the shift in the process mean as detected by a 

CUSUM chart. 

In addition to process monitoring and fault detection, SVM has been applied to fault identification, that is 

identifying the variable or groups of process variables that have changed, either in mean or covariance structure, 

leading to an out of control situation. Moguerza et al. (2007) used SVMs for profile monitoring. Mahadevan and 

Shah (2009) suggested using SVM and ANN as an alternative to the T2 and SPE charts for monitoring and using a 

residuals plot for fault identification. The authors use a one-class SVM plot for fault detection and SVM Recursive 
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Feature Elimination for fault identification.  They applied this technique to two case studies using real process data 

and show its superiority over conventional methods.  Cheng and Cheng (2008) compared SVM and ANN for fault 

identification, where the fault is a shift in the process covariance, and found that SVM and ANN methods 

performed similarly. They recommended SVM due to its ease of implementation because it requires fewer tuning 

parameters when compared to ANN.  Chiang et. al. (2004) compared SVM to Fisher discriminant analysis using 

data from the Tennessee Eastman simulator for fault identification.  In this work, a genetic algorithm was used to 

select key variables prior to using the fault identification methods.  It is also assumed that there is prior knowledge 

regarding which variables are at fault and the type of process behavior that was exhibited from this fault is known.   

 Although they can be computationally burdensome, both supervised and unsupervised applications of SVM 

have potential in the future of SPC methods applied to big data.  In particular, we see that SVM may hold promise 

in studying process data comprised of a variety of data types since SVM is capable of handling both categorical and 

continuous data simultaneously.  Interestingly, all the uses of SVM applications we found in SPC considered 

continuous data. 

Ensemble Methods 

Ensemble methods can be considered as a composite classification model, made up of different classifiers.  The 

individual classifiers vote, and a class label prediction is returned by the ensemble method.  Ensemble methods are 

typically more accurate than their component classifiers (Han and Kamber 2011, p. 377).  The applications of 

ensemble methods in process monitoring are similar to the different supervised methods.   

Du and Xi (2011) developed an interesting approach for fault diagnosis in assembly systems that combine 

multivariate control charts, engineering knowledge, and ensemble methods.  In a similar method, Alfaro et al. 

(2009) used a T2 control chart to detect an out-of-control signal and applied boosted DT models as an alternative to 

neural networks to identify which of the variables caused the signal.  Jianbo et al. (2009) used an ensemble of ANN 

models referred to as Discrete Partial Swarm Optimization (DPSOEN) which improves upon the use of a single 

ANN model.  Similar work was done with an ensemble of SVM classifiers by Cheng and Lee (2012).  Yu and Xi 

(2009) also use the DPSOEN algorithm applied to linear combinations of the data to simultaneously monitor and 

identify a fault in a multivariate process. 
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In combined applications of fault detection-identification-diagnosis, Li et al. (2006) used random forests (see 

Breiman 2001) to find the change point and identify the at fault variables in a high-dimensional multivariate 

process and showed that this supervised learning method outperforms a multivariate exponentially weighted 

moving average control chart.  Not only does this method show promise in the realm of big data, but it forgoes the 

usual distributional assumptions that can be troublesome with multivariate SPC methods.  It should be noted that Li 

et al. (2006) considered the time order of the data, where as many of learning methods applied to process 

monitoring do not preserve the time ordering of the process data.  Hwang et al. (2007) applied random forests and 

regularized least squares to identify a multivariate control region.  While a control region as defined by a 

multivariate T2 chart has a set false alarm probability under multivariate normality, their work aimed to define a 

region with a set false alarm probability but without the burden of a distributional assumption.   

The application of ensemble methods in SPC seems to show the most promise for the challenges in monitoring 

big data with differing variable types and large dimensions.  In fact, a recent application of ensemble methods in 

public health surveillance by Davila et al. (2014) illustrated the use of an ensemble of decision trees to monitor 

counts (or rates) of a disease.  This greatly improves upon current methods of public health surveillance which 

typically involve only low dimensional data and cannot take into account additional data such as demographic 

information.   

5. EXAMPLE 

Although the methods we discussed above rely on statistical learning methods, many of these methods have not 

been applied (at least not in the literature) to large, high-dimensional data sets.  The purpose of this example is to 

illustrate some of the complexities associated with monitoring big data.  It is impossible to find a scenario that 

concisely presents all, or even several of the methods we describe above.  Our intent is to simply give an example 

of one potential monitoring scenario and the strengths and limitations of applying one type of method we describe 

above.   

One way to understand public interest that is generated by the popular press is to consider monitoring social 

media (e.g. Twitter, Facebook, etc.) and/or data from web searches (e.g. Google, Yahoo, Wikipedia).  In our 

example, we consider recently generated data from Wikipedia searches related to the National Football League 

(NFL).  In particular, we developed a dictionary of the NFL team names, coaches, managers and all currently 
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active players, as of 09/15/2014.  We downloaded the number of Wikipedia searches per hour for all terms in our 

dictionary between 09/01/2014 00:00 UTC (Coordinated Universal Time) and 09/15/2014 17:00 UTC.  We 

specifically chose this data because (1) it represents modern data streams that would be considered big data by 

many; and (2) the data are counts (not multivariate normal), contain many zero values, have a nested correlation 

structure, and contain evidence of some high-profile events that spurred intense public interest.    

The data used for our example was gathered from http://dumps.wikimedia.org/other/pagecounts-raw/  which 

contains the hourly number of hits on all Wikipedia pages.  Every hour contains a compressed file of approximately 

100MB for the number of hits on millions of Wikipedia pages. A week of data holds over 16GB of storage.  The 

data contains all traffic on Wikipedia for the time period downloaded regarding over two-million Wikipedia pages.  

To keep to our hypothetical example (and reduce the computational burden) we consider Wikipedia hits on only 

those pages listed in our NFL dictionary in the English language, which reduces our dimension to 𝑝 = 1916 pages, 

including all active players, coaches, teams and managers.  Our data set considers a two week period beginning on 

9/1/2014 and was chosen to include the first two weeks of the 2014 season.  The first week is used to establish a 

baseline for monitoring, and the second week constitutes our monitored observations.  In this example, a signal to a 

potential out-of-control event is defined as an unusually high number of Wikipedia hits on a particular team, coach, 

manager, or player.   

There are a number of interesting challenges in this monitoring problem.  The scenario is a surveillance 

exercise, where the process cannot be stopped and recalibrated once a signal is observed.  Shmueli and Burkom 

(2010) discussed many of the statistical challenges in biosurveillance.  In this application, the observed counts are 

cyclical, with the number of Wikipedia search hits declining late at night, and peaking at specific times, especially 

on game days during the season (see Figure 3).  Further, the data observed on each of the p=1916  pages are zero-

inflated counts that are autocorrelated, and also cross-correlated due to the natural nesting structure of players and 

coaches within teams.  These correlations depend on the performance of the players, playing time, injuries, etc. 

(see, e.g., Figure 4).  Further correlations exist between teams, especially those paired as opponents during a game 

(see, e.g., Figure 5).  In our example, the number of variables (team names, coaches, managers, and players) is 

larger than the number of observations (hourly hits).  All of these data characteristics are expected for this type of 

internet traffic data, but constitute a challenge in the application of statistical monitoring.   

http://dumps.wikimedia.org/other/pagecounts-raw/
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Figure 3:  Wikipedia traffic on “New England Patriots” from 9/1/2014 to 9/5/2014 to illustrate cyclic behavior of 

the Wikipedia traffic flow. 

 
 

Figure 4: Overlay of Wikipedia traffic of Tom Brady and the New England Patriots over the selected time period 

illustrating the highly correlated and nested structure of the Wikipedia data. 

 
 

Figure 5: Wikipedia traffic on Green Bay Packers and Seattle Seahawks over the selected time period illustrating 

the correlation between teams in the NFL. 

We readily admit that certain events that “go viral” may not need a statistical method to detect a process 

anomaly.  For example, consider the player, Adrian Peterson, who was indicted on a child abuse charges on 
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September 12, 2014.  Figure 6 shows a dramatic increase in the number of hits on Adrian Peterson’s Wikipedia 

page on September 12, 2014.  This is not surprising, and the “signal” is apparent without the use of statistical limits.  

This approach to the retrospective identification of a signal assumes that one would know to monitor Adrian 

Peterson to begin with, and uses only this single data stream.  In other words, hindsight is 20/20, or it is relatively 

easy to pinpoint an event that we know has already occurred.  More interesting, however, is monitoring the entire 

set of p=1916 variables to determine if there is a change in Wikipedia interest in the larger set of NFL teams, 

coaches, managers and players.  

 
Figure 6: Illustrating the Wikipedia traffic for Adrian Peterson over the selected time period and the spike on 

9/12/2014 relating to the alleged child abuse. 

The first step in defining a monitoring scheme for this data set is to define an appropriate method.  To do so, we 

use the process of elimination, to eliminate those approaches that are not applicable to our scenario.  Though our 

literature search, we found no methods that applied to high-dimensional zero-inflated counts that are both auto-

correlated and cross-correlated with a natural nesting structure.  This problem does not have a target or outcome 

variable, so it falls naturally within the realm of unsupervised methods.  Thus, we focus our attention on the 

methods discussed in Section 3.  While it seems plausible that one might use a dimension reduction method in this 

application, in our data set, the number of variables (p=1916) is much larger than the number of available hourly 

Wikipedia hits(𝑛 = 354), and many PCA methods are unstable in high dimensional scenarios.  In addition, the 

nested structure may result in components or features that are not meaningful.  One could make an argument to 

monitor features of the data that take into account the nested structure of the data (i.e. different divisions, teams, 

players, etc.), but methods for feature extraction in nested data have not been directly applied to statistical 
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monitoring.  Our purpose here is to illustrate the application of existing methods to a high-dimensional data.  Thus, 

we consider unsupervised methods that do not require distributional assumptions.   

Although we recognize several limitations to this approach, we  considered the K2 (kNN) chart, an OCC control 

chart, which requires less computational cost than the K-chart (see Sukchotrat et al., 2009), is more robust to the 

i.i.d assumption requirement (Kim, et al., 2010), and is more suitable for this application. Because we have obvious 

cyclic autocorrelation in this data, we borrowed from the bio-surveillance literature and used the residuals from 

Holt-Winters model lagged by 24 hours on each player with seasonal and trend component (see Shmueli and 

Fienberg 2006; Burkom et al. 2007).  We then analyzed the multivariate data set containing the p=1916 sets of 

residuals using the K2 chart.  The first 168 observations taken during the first week of the season were used to 

establish the baseline Phase I sample.  The remaining 162 observations (note the residuals for the lagged 24 

observations were not used) taken during the second week of the season are using for Phase II monitoring.  Fig. 7 

shows the Phase I and Phase II K2 charts.  All the computations were done on Matlab using the Protools package 

(Duin et al., 2007).  When applying the K2 chart, the choice of k, the number of nearest neighbors, determines the 

plotted statistic, which is the mean of the squared distance between each observation and each of the k nearest 

neighbors in a reference sample.  The control limit for the K2 chart is determined using the percentile bootstrap 

method, where the mean of the squared distances for each observation in the reference sample are bootstrapped, and 

the 1-α quantile of the bootstrapped distribution gives the control limit.  Breunig et al. (2000) recommended a range 

of k between 10 and 50.  In this example, the choice of k made little difference since there were a number of weeks 

in the reference sample with no Wikipedia hits, and these observations formed the k nearest neighbors; thus, we 

selected k = 20, and α=0.01.   

As stated earlier, the literature we reviewed gives no guidance on proper Phase I analysis for process data such 

as this.  Because of the similarities with biosurveillance, we consulted the recent review by Shmueli and Burkom 

(2010) who noted that Phase I implementation is extremely challenging in scenarios such as these due to the lack of 

sufficient Phase I data.  In the circumstances of this example we believe it would be extremely difficult (if not 

impossible) to conduct a proper Phase I analysis; however, we did our best to comply with basic principles of Phase 

I.  As such, we assume the process should be operating in a typical fashion, free from anomalies or unusual sources 

of variability.  If anomalies or unusual sources of variability are present, these are removed only if an assignable 
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cause can be identified.  In the Phase I chart in Figure 6, we notice two signals of potential out-of-control events.  

Further investigation into these time periods reveals possible assignable causes (see Table 2).  We did not remove 

these signals from our analysis for two reasons:  (1) We are not certain that these signals are anomalous to the 

process, thus we chose to leave them in the sample; and (2) Sukchotrat et al. (2009) did not discuss an iterative 

approach to the K2 chart, where assignable causes are removed and the limits recalculated.  Because the K2 chart 

uses only a small subset of the Phase I data as nearest neighbors for computation of the chart statistic, the removal 

of out-of-control observations has no effect on the chart statistics in our example.  However, removal of the out-of-

control events would change the sample upon which the bootstrap limits are based.  We explored removing these 

observations, and found only minimal changes in the control limits, thus we elected to leave these observations in 

the reference sample for calculation of the Phase II limits.  Figure 7 also shows the Phase II application of the K2 

chart, in which the k=20 nearest neighbors established in Phase I are used to determine the status of future 

observations.  In Figure 7, we see a signal, and Table 2 gives two possible explanations for this signal.   

 
Figure 7: Phase I and II K2 charts of the NFL Wikipedia data over the two week time period. 
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Table 2: Summary of signals for Phase I and Phase II application of K2 chart to Wikipedia NFL player’s, coaches, 

and team’s page hits. 

 Date and Time of Signal Possible Assignable Causes 

Phase I 09/04/2014 20:00:00 UTC Packers vs. Seahawks game. Aaron Rodgers had a poor performance 

and Russell Wilson had a particularly good game. 

09/07/2014 17:00:00 UTC  Sunday Football games 

Phase II 09/09/2014 19:00:00 UTC LeSean McCoy was called out by a restaurant owner for leaving a 

$0.20 tip on $61.56 meal. This incident was highly publicized.  

 

ESPN’s E:60 aired an episode on Marquise Goodwin and his sister 

Deja, born with cerebral palsy. 

While not a perfect analysis, the use of the K2 chart in this example provides a useful example of the need for 

more research on data driven (as opposed to model-based) control charts (see Breiman (2001) for an interesting 

discussion of model-based versus data-driven statistical models).  The use of unsupervised learning methods may 

provide valuable information for very large and broadly defined “processes” involving organizations such as the 

NFL, separating common-cause variability in public or media interest from special cause events.  Charts such as 

these may provide insight as to what constitutes an unusual event in a process involving high-dimensional, 

correlated data streams.  There are many open research questions with the OCC control charts, and they their 

performance has not been well-studied.  This example is not intended to encompass all of the challenges present in 

big data monitoring, but serves as one example of a few of the complexities of this type of data. 

6. CONCLUDING REMARKS 

We have given an overview of the main research streams that apply statistical learning methods to statistical 

process monitoring.  Although many of these methods have not been directly studied using data sets that would be 

considered big data, some of these methods may be scalable to such problems.  Our view is that there is a 

significant need for statistical monitoring of data streams and big data for detection of process changes as well as 

identifying the root-cause for these changes.  Additionally, in traditional SPC applications, there are two often-

made inherent assumptions regarding the role of engineering/process knowledge: a) much process knowledge and 

understanding is needed in transitioning from Phase I and Phase II; and b) the identification and diagnosis of a 

process fault is primarily based on process knowledge informed by the output of control charting or other 

monitoring methodologies. 
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As shown in the example, in big data sets, the retrospective analysis done in Phase I remains critical since it 

allows us to understand the behavior of the process being studied.  Unlike in traditional applications, there are often 

no physical or engineering principles that can be used to understand this behavior.  Accordingly, the goals of Phase 

I in big data applications include the typical goals of understanding process behavior, estimating the in-control 

parameter values needed for constructing Phase II methods as well as an increased emphasis on exploratory data 

analysis where statistical graphs and visual data mining approaches (see, e.g., Smith et al., 2014) can be used to 

provide insight into the behavior of the process.  As for the diagnosis of signals (either in Phase I or II), it can be 

informed by the knowledge gained from multiple data streams.  For example, the potential assignable causes 

showed in Table 2 have been determined from analyzing news articles around these time periods.  If such articles 

had not been found, text analytics of the play-by-play descriptions on NFL.com (which can be easily done in the 

Python Programming Language with the package nflgame) can assist in understanding if the signal is related to a 

player’s performance in a NFL game.  However, if both media sources and NFL.com do not indicate that there is an 

on-the-field or off-the-field issue that led to a signal, then one might speculate that the signal is caused by a cyber-

attack on the Wikipedia website where web-crawlers are increasing the load on the Wikipedia servers.  This 

determination may then be confirmed by examining the IP addresses for the visitors of the Wikipedia pages that led 

to a signal.  From the above discussion, we see an important opportunity for researchers in both statistical learning 

and industrial statistics to refine existing methods and develop new methods to monitor multiple related-data 

streams (e.g. Twitter, Facebook, Google Search statistics and Wikipedia data) in big data applications.  The fusion 

of information from these multiple data-streams may assist in increasing the veracity of the data, an important issue 

in big data surveillance as highlighted in Megahed and Jones-Farmer (2014).   The benefits of merging data sources 

from multiple streams (with a discussion of statistical approaches for how to do it) is explained in more detail 

within the context of biosurveillance by Shmueli and Fienberg (2006, see Section 4 pp. 123-133). 

We also see tremendous opportunity for developments regarding how one establishes an in-control reference 

sample (Phase I) for multivariate processes, and especially for multivariate processes measured with mixed variable 

types.  Further, we see the need for growth in the application of statistical learning methods to high-volume, high-

dimensional, and high-velocity processes.  Because most of the applications considered in the literature pertain to 

lower-dimensional data, the scalability of these monitoring methods in high dimensions is not fully understood.  
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Lastly, most big process data sets have a complex structure, with distinct cyclic patterns of autocorrelation (day-of-

week, time-of-day, etc.), are derived from multiple streams, and often have some type of a hierarchical or nested 

structure.  Monitoring this data with the existing techniques is challenging, and our experience suggests that the 

traditional model-based statistical process control methods are ill-suited to big data monitoring.  The future of 

statistical monitoring in big data applications is likely to become more data driven as opposed to model driven and 

will rely more heavily on statistical and machine learning algorithms. 
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